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ABSTRACT 

SAR images provide detailed information about the target surface, though it is obscured by the 
well-known speckle effect. One alternative of speckle reduction is by ffitering the image, but this 
demands some assumptions about the speckle behaviour. However, it is important to take into account 
that noise reduction filters tend to blur the edges and sharp features of the images, since they always 
introduce some kind of low pass effect. Several filters have been developed for the speckle reduction, 
and most of them are of the form of a window that slides over de image. But there is no automatic 
process to determine the window size, a relevant parameter that depends, among other things, on the 
features of the studied arca. Given a filter, it can be applied to the S AR image for different window sizes; 
then it is possible to estimate the so-called speclde index as a measure that provides the best speclde 
reduction in accordance to the degree of heterogeneity of the region under study. In this paper the type 
of filter which better reduces the speclde in homogeneous and heterogeneous regions is determined. 
Moreover, it is possible to draw conclusions about the optimal window size used when the filter is 
applied. 
1.1NTRODUCTION 

The gray level of each pixel in a one-look S AR 
image aquired using a linear detector is (under 
certain conditions) a random variable Y with a 
Rayleigh distribution (Y SW)) where is the 
backscatter coefficient, so 

4(y) =  

for y > 0. This coefficient depends on the 
electromagnetic properties of the surface at the 
considered frequency, polarization and incidence 
angle of the electromagnetic radiation emitted by 
the SAR antenna. For a Rayleigh distributed 
random variable, its mean and variance are 
related by 

.y  (2 	- 



thus the standard deviation is roughly one half the 
mean value. Then, given a homogeneous area, 
with uniform backscatter coefficient, its 
apperance will be very noisy. This phenomenon 
is called speckle. 

One way of reducing the speckle is to increase 
the number of looks, other way is to filter the 
image. 

In this paper various filters with robust 
propertries are applied to sinthetic SAR images, 
their performances are analized and the effect of 
the window size is evaluated. 

2. SPECKLE NOISE FILTERS 

Several techniques for filtering whilst 
preserving relevant features in images have 
appeared in the literature (see [Nagao-Matsuy-
ama (1979)], for example). 

Some specialized filters have been proposed 
aiming at the reduction of speckle noise and, 
simultaneously, not blurring the image. The 
reader is referred to the papers [Frost et al. 
(1982)], [Lee (1981a, 1981b)], [Nathan-Kur-
lander (1987)], and to the references therein for 
details. Some of them are summarized in the 
following list: 

• Mean filter: it consista of a local smoothing of 
the observations. It also normalizes the filtered 
image, but introduces severe blurring. 

• Frost filter: it is a linear convolutional proposal, 
derived from the minimization of the mean qua-
dratic error over a multiplicative noise model. 
Dependence among observations is incorporated 
through an exponential spatial correlation 
function. It is adaptative. 

• a-Lee Filter: it assumes a normal clistribution, 
and trinunes those observations beyond the 2iir 
interval. 

• Lee Filter: a multiplicative noise model is 
adopted. It is a local linear minimum mean square 
error filter, since it uses a linearization, by Taylor 
expansion, around the mean. This approximation 
transforms the multiplicative model into an 
additive one, and then the Wiener filter is applied. 

• Kuan/Nathan Filter: it is similar to the previous 
one. The difference is that this filter does not 

make any approximation. It is, also, an adaptative 
proposal. 

3. ROBUST FILTERS 

In this work two kinds of robust estimators will 
be considered: two based upon the idea of 
trimming extremal observations, and three based 
on order statistics [Frery-Sant'Anna (1993a, 
1993b)]. 

Proceeding with the idea that filtering is 
estimating, and taking into account the possibility 
of having a contaminated sample of observations, 
the use of the following estimators is proposed 
(they are all based upon the sample yw, of size v, 
where y is the vector of observations (yi,• • • , Y v 

v — a 
1 	.„2 

= 	2a)  
i= a +1 
v — a 

= 	-1  2a i=E Yv:i TMO 	 a±i  

4,IAD = Q2(Z) 

Q3(Y) Qi(Y)  
IQR = 	K2 

4dIED = 	Q2(.,Y) 

where a = lvad , O 5 ao  < 1/2, and 

•• Yv:v) denotes the vector y sorted in 

ascending order; 	z = 	4), 	with 
z i  = - Q2(y)I for every i E W. Q i(y), Q2(y) 
and Q 3(y) denote the lower sample quartile, the 
sample median and the upper sample quartile of 
y, respectively. The trimmed observations are the 

oi smallest and the Iva oi biggest ones. 

The estimators above are, respectively, the 
trimmed ML estimator with a proportion of 
deleted observations equal to 2a 0, the trimmed 
MO estimator with a proportion of deleted 
observations equal to 2a 0, the MAD (Median of 
the Absolute Median Deviation) estimator, the 
IQR estimator based on the inter-quartile range, 
and the Median estimator. 

The constants K1, K2, K3 are calculated in 
order to make the respective estimators 
asymptotically consistent. 



4. ADAPTIVE WINDOW 

In [Changle Li (1988)] the variance ratio R is 
defined as 

a2 
R = 

ay  

where xis the true image, y is the observed image, 
and they are related by y = xn, being n the noise. 
For this model, it can be proved that 

so R E [O, 1]. Values dose to O indicate that the 
region considered is smooth, and values dose to 
1 indicate a zone with fine detail. In [Mascarenhas 
et al. (1991)] a correspondence between R and a 
certain window siz,e is established, dividing the 
range between O and 1 in five subranges and 
assigning them window sizes form 9 X 9 to 
1 X 1; R is then used to ulaptively determine the 
window size to process each pixel of the image. 

5. RESULTS 

The used filters were: ML, MO, TML, TMO, 
MAD, IQR and MED. They were applied to syn-
thetic images, generated with the Rayleigh dis-
tribution. Two different versions of each filter 
were utilized: fixed window size and adaptive 
window size. The fixed window sizes were 3x3, 
5x5, 7x7 and 9x9, whilst the ada.ptive window 
size was determined using R which was calcu-
lated on windows of size 7 X 7 for each pixel. 

For each original image, an image IR was 
generated from the values of the coefficient R, 
calculated for each pixel over a window of size 
7 x 7. Then, this irnages were used to apply the 
adaptive versions of the filters utilizing the corre-
sponding of values of IR to determine window 
sizes. So, in each filtered image, each pixel y' 

was generated using a window size that depends 
on /R4 . 

The synthetic images have two regions, with 
values of backscatter (B1) and 2  (B2), given 
in the following table. 

, 20 30 40 50 60 

........:::::::.  120 110 100 90 80 

The third case, namely = 40 and 2 = 100 
was taken as the one that best refiects real data. 

The coefficients of skewness and kurtosis of 
the random variable X (denoted Vi  and y2), if they 
exist, are given, respectively, by: 

E(X - E(X)) 3 

(Var(X)) 3/2 ' 

E(X - E(X)) 4 
//2 = 3, 

(Var(X)) 2 

where Var(X) = E(X2  - (E(X)) 2) is the vari-
ance of X. These values relate the symmetry and 
heavy-tailedness (how quickly the tails of the 
density fall off to zero) of its distribution [Lewis-
Orav (1986)]. For normally distributed random 
variables, these quantities are identically zero. 

The results, for the third case, are presented in 
the following tables. 

C S K 
Original 1.92 0.64 0.36 

3x3 Window 

ML 5.96 0.18 0.17 
MO 5.76 0.21 0.06 
TML 5.18 0.22 -0.06 
TMO 5.01 0.25 -0.04 
MAD 2.42 0.59 0.32 
IQR 3.06 0.42 0.02 
MED 4.37 0.26 0.10 

5x5 Window 

ML 9.86 0.08 0.09 
MO 9.59 0.08 -0.02 
TML 8.34 0.09 -0.08 
TMO 8.19 0.10 -0.07 
MAD 4.14 0.36 ' 0.24 
IQR 4.60 0.28 0.15 
MED 7.11 0.21 0.09 



7x7 Window 

ML 13.57 0.04 0.03 

MO 13.12 0.06 -0.11 

TML 11.42 0.04 -0.18 

TMO 11.27 0.04 -0.15 

MAD 5.94 0.16 0.22 

IQR 6.21 0.14 0.06 

MED 9.94 0.13 0.12 

9x9 Window 

ML 17.55 0.02 -0.11 
MO 17.06 0.09 -0.22 

TML 14.50 0.09 -0.13 

TMO 14.26 0.09 -0.13 

MAD 7.52 -0.09 0.18 

IQR 7.78 0.01 0.08 

MED 12.93 0.08 0.08 

R Window 

ML 16.97 -0.02 0.06 
MO 16.31 -0.05 0.09 
TML 13.69 -0.14 0.36 
TMO 13.45 -0.17 0.41 
MAD 7.20 0.12 0.42 
IQR 7.45 0.14 0.35 
MED 12.21 -0.17 0.61 

From these tables, it can be concluded that the 
adaptive (R) window produces similar results to 
the 9 x 9 one. The advantage of using the latter 
is that it is of fixed size, requiring no adaptive 
technique; while the use of the former may pre-
serve better borders and sharp features. Since the 
considered images consist mostly of homoge-
neous arcas, it is sensible that large windows 
appear. 

The performance of the considered filters was 
assessed using the following sample quantities: 
the reciprocai of the coefficient of variation (C), 
the skewness (S) and the kurtosis (K). The follow-
ing table shows which filter, for the condition 

= 40 and 2 = 100, was the best for each of 
the aforementioned criteria, i.e., the table shows 

which filter attains maxlê}, minify i ll and 

minliY2 1 1. 

 	1  
ML ML 

...„ ..... ,,. 

IQR 3X3" 
ML MO MO 

• ML TMO ML 

.. 
ML IQR IQR 
ML ML ML 

For the sake of visual comparison, the original 
and some filtered (IQR and TMO with window 
size 7 x 7, and TML with R size window) 
images are shown with their respective histo-
grams in the following figures. Notice that the 
pixels located dose to the borders of the image 
remam n unfiltered. 



6. CONCLUSIONS 

From the point of view of noise reduction of the 
resulting image, the criterion given by the inverse 

of the sample coefficient of variation (C) -1  
indicates that the best performance is obtained 
with the ML filter. If the criterion is the normality 
of the filterul data (measured by its skewness and 
kurtosis), there are various filters that perform 
equally well. 

The results obtained with the adaptive window 
are consistent with the used data. 

The quantitative assessment of detail preserva-
tion properties of filters is not straightforward. 
Some contributions have been made in this direc-
tion, for speckle filters, in [Sant'Anna, 1994] 
with the use of spectral tecliniques and border 
detectors. 

These filters will be applied to 1-look ERS-1 
SAR images over Argentina. It is expected that 
the filters will reduce the overall noise, while pre-
serving details and sharp features. 
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